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ABSTRACT

Traditionally, perceptual judgement of speech disorders by
clinicians has been a cornerstone of speech language pathology.
Increasingly, it is being argued that acoustic speech analysis
should supplement aural perception in the clinic. For successful
clinical application of speech technology, experts in acoustic
analysis generally agree that a working knowledge of acoustic
phonetics, digital signal processing and the literature on the
acoustic characteristics of speech disorders are required.
However, it is not necessarily compellingly obvious to
clinicians. This paper examines the issues by examining how
the various components fit into the clinical picture. It examines
when and how speech technology can be used by clinicians,
arguing that clinicians need to be able to do much more than
just operate the system. The paper concludes that successful
integration of speech technology into clinical environments
provides an opportunity to for technologists and clinicians to
work together to produce effective speech technology for
clinical applications.

1. INTRODUCTION

Acoustic speech analysis is now an easily accessible tool that
opens up exciting possibilities in clinical speech measurement.
Affordable, commercially available speech analysis systems that
run on personal computers are now available for applications in
speech clinics. (eg Kay CSL and IBM SpeechViewer systems).

Speech technology is already a well-established research tool
for investigating speech disorders. In reviewing the field Farmer
(1) refers to “an exhausting but not exhaustive” list of reported
findings in the literature. This research is providing an essential
component for successful clinical application of speech
technology ie an expanding body of knowledge about the
acoustic characteristics of many speech disorders. It has also
generated a group of people whose expertise in analysing
speech has given them a full appreciation of the requirements
for accurate, useful information to be derived from a speech
signal. Among these people there is general consensus about the
information that underpins successful clinical application of
acoustic analysis of speech disorders (1), (2), (3):

• A detailed understanding of the acoustic speech
signal, and its relationship to speech production
and perception.

• An understanding of requirements for recording
and storing the speech signal in a form suitable
for analysis using digital techniques.

• An appreciation of the process of digital signal
processing required to generate acoustic speech
features

• Up to date knowledge of the body of literature
relevant to specific speech disorders

Although there is little argument among experts in acoustic
analysis that a working knowledge of the above areas is
required for successful use of acoustic analysis, it is not
necessarily compellingly obvious to clinicians or students of
speech language pathology. This paper examines the issues “in
context” for clinical applications, looking at where the various
components fit into the clinical picture.

2. WHEN TO USE SPEECH
TECHNOLOGY

2.2 Supplement to Clinician’s Aural
Perception

Traditionally, perceptual judgement of speech disorders by
clinicians is a cornerstone of speech language pathology.
Perceptual judgments still provide a “golden standard” for
professional judgments about speech disorders. Clinicians are
trained to become expert listeners in phonetic transcription of
speech disorders, and in judgements of speech qualities such as
nasality and voice quality. Clinicians need to decide whether
there is any advantage in using acoustic measures in place of or
in conjunction with traditional perceptual clinical judgments for
a particular client.

This decision is made easier if clinicians understand the
capabilities and limitations of human speech perception, in
particular that the perceptual process is subject to effects such as
categorical perception and contextual effects. This can result in
disordered speech being incorrectly and unreliably transcribed
(4), (5) or to subtle acoustic differences going undetected by
listening (6), (7), (8), (9). Similarly, acoustic analysis may be
useful where first language experience influences our ability to
perceive and produce speech sounds in another language (10).
Being aware of situations where the perceptual process, even of
experienced listeners, is subject to the influence of higher
processing effects, will alert clinicians to the potential situations
where acoustic analysis may provide valuable insight that could
not be achieved by listening alone.

In other cases perceptual judgments of speech qualities such as
voice quality and nasality are susceptible to problems that
influence their reliability, even with expert listeners (11), (12).
Objective measures have the potential to enhance the reliability
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of clinical judgements. However, our current knowledge of the
relationship between acoustic measures and perceptual
judgments for nasality and voice quality is far from complete. It
is important that the clinician is aware of the current state of
knowledge for acoustic features of particular disorders, and
hence whether there is potentially a useful clinical outcome
from using speech technology.

2.2 Visual Feedback

There is a major application of speech technology in providing
visual feedback to clients. Clinicians can make use of potential
motivational and instructional aspects of visual displays of
acoustic features (either as spectrographic information or as a
graphic display eg in a game) for particular clients. Programs
such as the IBM SpeechViewer and the CSL-Pitch module of the
Kay CSL have well-developed sets of games with graphical
interfaces that are specifically designed for use in speech
pathology clinics.

3.  HOW TO USE SPEECH
TECHNOLOGY

3.2 Choice of Speech Features

Deciding on the appropriate speech analysis requires an
appreciation of the range of available acoustic measures. This in
turn entails understanding the nature of the acoustic speech
signal, and knowing established measures such as fundamental
frequency and formant frequency that are used to describe it.
Then it is important to discriminate those acoustic features that
are known to be cues for perceptual judgments, from those that
are used to quantify certain characteristics of speech, even when
their relationship to speech perception is uncertain. When using
speech technology to investigate speech disorders, selection of
speech features depends also on the available knowledge of the
acoustic characteristics of  the disorder in question.

Where speech technology is used to generate graphic displays to
provide visual feedback for the client, the clinician should
understand what acoustic parameters are being extracted
automatically from the speech signal, and how they relate to the
graphic display.

3.2 Successful Extraction of Acoustic
Features

Technical aspects of speech analysis are fundamentally of little
interest to most clinicians. To the clinician, using speech
technology often means little more than “knowing what buttons
to press”. Familiarity with the actual operation of the equipment
is in fact an essential clinical skill. Ironically, it is probably
conceptually the least important, and yet it is the most visible
for the client, so that the credibility of the clinician and the
technology is under threat while the clinician is operating the
equipment. It must be remembered that mastering the buttons is
only a part of mastering the use of technology in clinical
settings.

The first challenge is to convince speech language pathologists
that they require sufficient knowledge to understand the

capabilities and limitations of digital signal processing for their
professional credibility when they are using speech technology
(13). It is probably best demonstrated by illustrating the
consequences of inappropriate analysis on the clinician’s ability
to interpret the information. The next challenge is to present
concepts such as the rudiments of spectral analysis of speech
and the associated digital signal processing techniques (eg Fast
Fourier Transforms, Linear Predictive Coding), and the
fundamentals of algorithms used in automatic feature extraction
(eg voicing parameters), with minimal reliance on maths,
physics and engineering (2).

Using speech technology in the clinic begins with acquiring a
suitable speech sample. Speech analysis can be adversely
affected by noise in the speech signal (14). Clinicians need to be
conscious of this influence, and be familiar with recording
techniques that will optimise signal quality. The importance of
choosing as quiet a clinical environment as possible, using
unidirectional microphones close to the client’s mouth, and
following instructions regarding the use of specific microphones
should be explained (15).

Digitisation of the acquired speech signal is an integral part of
modern speech analysis. The fundamentals of digitising a
speech signal, in particular the effects that digitising rate can
have on the accuracy of analysis, need to be understood. For
instance, the clinician should be capable of deciding that if
spectral information about fricatives (where there spectral
energy extends to around 12 kHz), sampling rate needs to be at
least 24kHz to obtain accurate spectral information (2).

In modern speech analysis systems, the complex mathematical
processing becomes invisible to the user, especially when
“default” settings are used on the system to improve their user
friendliness. Manufacturers of these systems go to great lengths
to point out in the user manuals that default settings are not
necessarily suitable for all clients under all conditions. The
acoustic-phonetic effects of speaker and context, along with the
exact requirements for particular feature extraction demand
some level of customising.  Inappropriate use of the technology
will lead to meaningless outcomes and incorrect interpretation,
and consequent disenchantment with technology as a viable
clinical tool.

4. INTERPRETING THE OUTCOMES

Accurate interpretation of the information provided by speech
analysis is critical to the successful integration of speech
technology into the clinic. It relies on an understanding of the
acoustics of speech production and perception, and on the body
of knowledge about speech disorders. It should be
acknowledged it may not currently be possible to interpret
certain acoustic information in the light of our present
knowledge about the acoustic characteristics of disordered
speech.

Results of speech analysis in clinical settings are most often
presented in one of  three ways:

• direct displays of speech features eg wide and
narrowband spectrograms, power spectra,



fundamental frequency contours, intensity
contours.

• graphic displays to represent certain speech
features such as an expanding balloon to
represent increasing speech intensity (IBM
SpeechViewer).

• tables of numerical data such as the calculated
voicing parameters from Kay MDVP program,
or the statistics page showing average nasalance
values on the Kay Nasometer.

There are issues of interpretation that are specific to each of
these types of data presentation.

4.1 Direct Representation of Spectral
Features

Knowledge of acoustic phonetics will provide a familiarity with
visual representations of speech, in particular the characteristics
of spectrographic representations of the acoustic speech signal.
However, it should be remembered that clinical speech analysis
rarely occurs in ideal noise-free environments that are known to
researchers in acoustic phonetics. The clinician will have to
contend with acoustic interference from the environment.
Clinicians need to be able to visually separate signal from noise,
and familiarity with the acoustic characteristics will assist with
that.

Professional credibility dictates that clinicians should be able to
recognise and explain anomalous information by being aware of
sources of error inherent in the speech signal itself  (16),  (17)
and in the analysis process (16), (2). For instance, Lindblom
(16) points out the difficulties associated with analysing speech
that has a high fundamental frequency, an issue of particular
importance to speech pathologists working with young children.
It is important for clinicians to recognise the characteristics of
the most commonly occurring problems that occur when
analysing disordered speech.

Even when acoustic information accurately represents the
speech signal, it is essential that clinicians critically appraise the
findings in light of perceptual judgement and previous clinical
experience. When measurements obtained from speech
technology contradict aural perception, clinicians need to
understand the potential sources of that contradiction. There are
limitations to the human perception of speech system, just as
there are limitations to information obtained from speech
technology. Clinicians will only be able to properly assess the
problem if they have a good grasp of the theoretical aspects of
speech perception and speech analysis.

4.2 Representation of Spectral Features via
Computer Graphics and Games

Representing speech features as computer graphics is an
appealing concept for clinical applications. However, using
graphics means that the entire process of feature extraction
becomes invisible. The behaviour of graphics on computer
screens in games and other visual feedback exercises is best
understood (particularly when there is unexpected behaviour) in

light of the principles of the underlying algorithms and analysis
processes that generate the graphical displays. They provide the
clinician with the necessary background to assess the accuracy
of the information on the screen, thereby reducing frustration
brought about by unreasonable expectations of the capabilities
of the system.  Most importantly, an understanding of
underlying processes for visual feedback equips the clinician
with sufficient knowledge to be able to explain to the client
what speech features are affecting the visual display.

There is a need for systematic clinical evaluations of visual
feedback systems that become available for clinical use.
Published results for rigorous evaluation studies will assist
clinicians in judging the potential clinical usefulness of
particular systems.

To illustrate some of the difficulties that can occur when
graphics are used as visual feedback, we will use some
examples from two of our  own studies. For instance, we found
that the “Chart” mode of Kay’s Sonamatch program has
difficulty with automatic detection of the first two vowel
formants for some speakers (18), detecting and plotting (F0, F1)
instead of (F1, F2) on the visual display .The problems with
automatic formant detection are still being actively pursued
(19), and future versions of Sonamatch could well benefit from
that research. In the meantime, it will be important for clinicians
to be aware of the potential difficulty with Sonamatch.

Another study assessed the potential benefit of using visual
feedback of nasalance to assist with nasality problems of deaf
speech (20). During that study, McFarlane discovered an
apparent discrepancy in the feedback obtained from averaged
nasalance time traces and unaveraged traces.  The discrepancy
could be explained by the moving average calculation used for
the averaged trace, but it caused initial confusion in the
interpretation of the client’s ability to keep nasalance values
below a threshold value.

4.3 Numerical Information

Numerical information is most often interpreted in terms of
available normative data, or cutoff values for a predetermined
boundary between normal and disordered speech characteristics.
Judging numerical information in this way requires knowledge
of the origins of the normative data, and being able to assess
whether or not it is suitable for a particular client. For instance,
many speech parameters depend on factors such as age, gender,
dialect, and phonetic context.  Clinicians should ensure that
normative data is appropriate for particular clients. Even then,
interpretation of cutoff boundaries between the extremes of the
normal range and the clinical population is contentious. For
instance, there is debate whether cutoff measures for nasalance
measures should be determined from normative data, or from
sensitivity and specificity measures on clinical populations. In
either case there appears to be an overlap of nasalance measures
near the normal/abnormal cutoff boundary (21).

Another difficulty with derivation of speech parameters,
particularly voice parameters, arises when algorithms are
unsuitable for disordered speech, or become unreliable in the
presence of a clinical environment (14).



5. CONCLUSION

The future of speech technology in clinical environments
presents challenges for technologists and clinicians alike. For
instance, the speech technology community will need to
continue to assess the limitations of current techniques and
algorithms, and refine them so that machine-generated errors in
analysis are largely eliminated. The noisy environments found
in clinics will be largely unavoidable, and so there is a need to
develop analysis systems that are robust against noise. Speech
technologists can draw on clinicians’ experience, working with
them to improve designs for graphical interfaces.

On the other hand, there are challenges for the speech pathology
community on top of the need to have fundamental
understanding of speech analysis techniques. These challenges
include providing a more extensive knowledge base that
demonstrates the acoustic characteristics of disordered speech,
and their relationship to traditional perceptual descriptions.
Assessing disordered speech often requires knowledge of
normal speech characteristics, and there is still a large scope for
development of normative data. Finally the speech pathologists
have a professional responsibility to conduct systematic
assessment of speech technology in clinics, and work with
technologists to provide efficient, accurate, reliable and friendly
systems.
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